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umit@ece.osu.edu

Department of Electrical and Computer Engineering
2015 Neil Avenue, 205 Dreese Lab.

Columbus, OH 43210-1272, US
Ph: (614) 292 3430 Fax: (614) 292 7596

ABSTRACT
Inter-Vehicle Communication Systems rely on multi-hop broad-
cast to disseminate information to locations beyond the trans-
mission range of individual nodes. Message dissemination is
especially difficult in urban areas crowded with tall buildings
because of the line-of-sight problem. In this paper, we pro-
pose a new efficient IEEE 802.11 based multi-hop broadcast
protocol (UMB) which is designed to address the broadcast
storm, hidden node, and reliability problems of multi-hop
broadcast in urban areas. This protocol assigns the duty of
forwarding and acknowledging the broadcast packet to only
one vehicle by dividing the road portion inside the trans-
mission range into segments and choosing the vehicle in the
furthest non-empty segment without apriori topology infor-
mation. When there is an intersection in the path of the
message dissemination, new directional broadcasts are initi-
ated by the repeaters located at the intersections. We have
shown through simulations that our protocol has a very high
success rate and efficient channel utilization when compared
with other flooding based protocols.

Categories and Subject Descriptors
C.2.1 [Network Architecture and Design]: Wireless
communication; C.2.5 [Local and Wide-Area Networks]:
Access schemes
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Design, Performance, Algorithms
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1. INTRODUCTION
Recently, Inter-Vehicle Communication Systems (IVC) have

attracted considerable attention from the research commu-
nity and automotive industry [1]. Many automobile manu-
facturers started planning to build communication devices
into their vehicles for purposes of safety, comfortable driv-
ing, and entertainment. In IVC systems, broadcast is a
frequently used method. Possible applications relying on
broadcast include sharing emergency, traffic, weather, and
road data among vehicles, and delivering advertisements and
announcements. These applications generate packets of var-
ious lengths at different rates. For example, accident warn-
ings are short packets that are generated infrequently. An-
other type of warning packet generated when the road is
slippery because of ice or rain is also short but these pack-
ets may be sent in bursts. Finally, advertisement packets of
restaurants or hotels can be broadcast in very long packets
that carry pictures, directions, or even small videos.

When a message is disseminated to locations beyond the
transmission range, multi-hopping is used. Unfortunately,
interference, packet collisions, and hidden nodes can stop the
message dissemination during multi-hop broadcast. More-
over, multi-hop broadcast can consume significant amount
of wireless resources because of unnecessary retransmissions.
These facts increase the importance of a MAC layer design
for efficient and reliable multi-hop message dissemination.
In addition, broadcast communication has another challenge
in urban areas. Especially in an urban area crowded with
tall buildings around intersections, it is difficult to dissem-
inate the packets to different road segments shadowed by
these buildings.

The topology and the node movement of an IVC network
is constrained by roads. The resulting communication net-
work is a special kind of Mobile Ad-Hoc Network (MANET)
where the mobility rate is high but movement direction and
speeds are predictable. In MANETs, flooding the network
blindly is the first approach to achieve broadcasting since



flooding can operate without local or total topology informa-
tion. However, it has been shown in [2] that serious redun-
dancy, contention, and collision problems occur as results
of flooding. Although [2] proposes techniques to improve
blind flooding, their solutions are not effective for all ranges
of node densities and packet loads. Unfortunately, in IVC
applications, both the node density and packet load fluctu-
ate significantly. In [3],[4], methods to eliminate redundant
packets while broadcasting is proposed using the topology
information. However, in an IVC network, the large number
of nodes and high mobility make such pro-active approaches
impractical [5].

RTS/CTS handshake and acknowledgement mechanisms
are some of the methods that make the IEEE 802.11 [6] a
widely accepted wireless LAN standard for point-to-point
communication. RTS/CTS mechanism decreases the effect
of the hidden node problem while acknowledgement mech-
anism makes the protocol reliable. However, since broad-
cast packets have more than one destination, employing
RTS/CTS and ACK packets may cause packet storms around
the source. To handle this problem, some protocols use the
topology information to directly select the nodes which will
send CTS and ACK packets [7],[8].

In [5], IEEE 802.11 protocol is adapted for broadcast-
ing in IVC systems by employing a distance based waiting
approach before retransmissions. Although this approach
distributes the highly correlated rebroadcast times, prob-
lems such as hidden nodes, collisions at high packet traffic
rates, reliability, and broadcast storms still persists. An-
other flooding based protocol is proposed in [9] for broad-
casting short packets in IVC systems. This protocol limits
the channel access rate of each vehicle by defining a trans-
mission window.

In this paper, we propose a new efficient IEEE 802.11
based Urban Multi-hop Broadcast protocol (UMB) for ad-
hoc vehicular networks. UMB is designed to address (i)
broadcast storm, (ii) hidden node, and (iii) reliability prob-
lems in multi-hop broadcast. The UMB protocol is com-
posed of two phases, namely directional broadcast and in-
tersection broadcast. We first introduce a new directional
broadcast method where sender nodes try to select the fur-
thest node in the broadcast direction to assign the duty of
forwarding and acknowledging the packet without any apri-
ori topology information i.e., sender selects the furthest node
without knowing the ID or position of its neighbors. At the
intersections, to disseminate the packets in all directions, we
propose installing repeaters that forward the packet to all
road segments. We showed through simulations that UMB
protocol outperforms other broadcast protocols. The rest of
the paper is organized as follows: In Section 2, we present
the UMB protocol. In Section 3, we describe our simula-
tion environment and discuss the results of the simulations.
Finally, we conclude the paper with Section 4.

2. PROTOCOL DESCRIPTION
We assume that the vehicles of an IVC system form an

ad-hoc network on a highway or in an urban area. At the
intersections, there are simple repeaters which repeat the
packets to the road segments incident to the intersection.
We assume that since the repeater is at the intersection, it
has a line-of-sight to all road segments. We also assume
that each vehicle is equipped with a GPS receiver and an
electronic road map. Since the vehicle mobility is high and

vehicles leave and enter the network frequently, the topology
of this network changes fast. Therefore, UMB protocol is de-
signed to operate without exchanging location information
among neighboring nodes.

The most important goals of our new protocol are as fol-
lows:

1. Avoiding collisions due to hidden nodes: In order to
decrease the effect of hidden nodes, a mechanism sim-
ilar to RTS/CTS handshake in point-to-point commu-
nication is employed by our new UMB protocol.

2. Using the channel efficiently: Forwarding duty is as-
signed to only the furthest vehicle in the transmission
range without using the network topology information.

3. Making the broadcast communication as reliable as pos-
sible: To achieve the reliability goal, an ACK packet is
sent by the vehicle which was selected to forward the
packet.

4. Disseminating messages in all directions at an inter-
section: New directional broadcasts are initiated by
the simple repeaters installed at the intersections ac-
cording to the Intersection Broadcast mechanism.

2.1 Directional Broadcast

2.1.1 RTB/CTB Handshake
In order to avoid the hidden node problem while min-

imizing the overhead, we propose to engage in RTS/CTS
handshake with only one of the recipients among sender’s
neighbors. If we can select the furthest away node in a lin-
ear road segment with RTS-CTS packets then other nodes
in between can overhear the transmission as well and do not
access the channel for a time interval specified in RTS and
CTS packets. To select this vehicle, protocol divides the
road portion inside the transmission range into segments.
Note that these segments are created only in the direction of
dissemination. If there is more than one node in the furthest
non-empty segment, this segment is divided iteratively into
subsegments with smaller widths. If these segment based
iterations are not sufficient to pick only one node, the nodes
in the last sub-segment enter to a random phase.

As a result of iteratively dividing the segments, the pro-
tocol can adapt itself to light or heavy vehicle traffic con-
ditions. When the vehicle traffic is light, even a large sub-
segment width in the first iteration can be sufficient to se-
lect the furthest vehicle. For heavy vehicle traffic conditions,
sub-segment width is reduced geometrically in every itera-
tion. As an example, for a communication radius of 400 m
and 10-way segmenting, the sub-segment width is reduced
to 4 m in the second iteration, which is unlikely to con-
tain more than one vehicle per lane. If the furthest vehicle
cannot be selected in the second iteration, there is no need
to further segment the 4 m range. Therefore, the random
selection is performed starting the third iteration.

In this paper, we will refer to RTS and CTS as Request
to Broadcast (RTB) and Clear to Broadcast (CTB), respec-
tively. In an RTB packet, in addition to the transmission du-
ration, source node includes its position and intended broad-
cast direction. If the source wants to disseminate the mes-
sage in more than one direction, a new RTB packet should
be generated for each direction.
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Figure 1: Sequence of packets. (a) Second RTB/CTB handshake (b) DATA/ACK.

Source vehicle obeys all IEEE 802.11 transmission rules
(CSMA/CA) while attempting to send an RTB packet. When
the nodes in the direction of the dissemination receive this
RTB packet, they compute their distance to the source node.
Based on this distance, they send an energy burst (channel
jamming signal) called black-burst . The black-burst method
was proposed in [10] and [11] to provide guaranteed access
delays to rate-limited packet traffic. In these proposals, the
length of the original black-burst is proportional to the time
that the node has been waiting for channel access. In our
directional broadcast, we use the black-burst to select the
furthest node by letting receivers sending black-burst signals
proportional to their distance to the source. Since the posi-
tion information of all nodes are unique, using the position
information to determine the length of the black-burst gives
us the capability of selecting the furthest node.

The length of the black-burst signal in the first iteration
is computed as follows:

L1 = b
d̂

Range
∗ Nmaxc ∗ SlotT ime, (1)

where L1 is the black-burst length in the first iteration, d̂

is the distance between the source and the vehicle, Range

is the transmission range, Nmax is the number of segments
created, and SlotT ime is the length of one slot. Note that
as a result of this computation, the furthest node sends the
longest black-burst.

Nodes send their black-burst in the shortest possible time
(SIFS) after they hear the RTB packet. At the end of the
black-burst, nodes turn around and listen to the channel.
If they find the channel empty, it means that their black-
burst was longest and they are now responsible to reply
with a CTB packet after a duration called CTBTIME,
where SIFS < CTBTIME < DIFS. If they find the chan-
nel busy, it means that there are some other vehicles further
away and they do not try to send CTB packet.

When there are more than one vehicle in the furthest non-
empty segment, they all find the channel empty after sending
their black-bursts and continue to send CTB packets. How-
ever, since all vehicles start sending the CTB packets at the
same time, their CTB packets will collide. When the source
node detects a transmission but cannot decode the CTB
packet, it detects the collision and repeats the RTB packet
after SIFS time as shown in Figure 1(a). This time, only
the nodes which have sent CTB packets join the collision

resolution. In order to pick only one node, the furthest non-
empty segment is divided into Nmax sub-segments. This
process continues iteratively until a successful CTB packet
is received by the source or Dmax iterations are completed.
The length of the black-burst for the ith iteration (Li) is
computed as follows:

Li = b
d̂ − Llongesti−1 ∗ Wi−1

Wi−1

∗ Nmaxc ∗ SlotT ime

i = 2, 3, ..., Dmax

Wi =
Range

N i
max

, (2)

where Llongesti and Wi are the longest black-burst and the
segment width in the ith iteration, respectively.

Note that in an RTB packet, source only indicates that
there has been a collision: It is the receiver nodes’ respon-
sibility to choose the segment to be split. Only nodes who
have sent the longest black-burst in the previous (i − 1)th

iteration can join to the current (ith) iteration. As a result,
Llongesti−1 is the black-burst length of these nodes in the
previous iteration and Llongesti−1 + 1 is the segment to be
split.

If the segment based black-burst cannot resolve the colli-
sion after the Dth

max iteration, the vehicles that have sent the
CTB response in the last iteration enter the random colli-
sion resolution phase. In this phase, vehicles choose random
black-burst lengths from [0, Nmax − 1] slots. When there
is a collision, nodes whose CTBs have collided will choose
another random number. If the source cannot get a success-
ful CTB after Ranmax random iterations, it waits a random
amount of time and tries the segment based collision resolu-
tion from the beginning. Starting the node selection process
from the beginning can happen at most RETmax number of
times. The segment based iterations decrease the segment
to a very short strip after Dmax iterations. As a result, only
a small number of nodes will be left at the beginning of the
random phase and this will increase the success probability
of this phase.

Detecting an empty channel after sending the RTB packet,
the source node assumes that nobody has received its RTB
packet. In this case, source node goes back to the first seg-
ment based iteration after a random amount of time. Details
of this backoff procedure are the same as those of the IEEE
802.11 standard when CTS is not received.



2.1.2 Transmission of DATA and ACK
After receiving a successful CTB, the source node sends

its broadcast packet as shown in Figure 1(b). In this broad-
cast packet, the source node includes ID of the node which
has successfully sent the CTB. We will refer to this node
as the corresponding node of the source. This node is now
responsible for forwarding the broadcast packet and send-
ing an ACK to the source. This ACK packet ensures the
reliability of packet dissemination in the desired direction.
Although all other nodes between the source and the ACK
sender receive the broadcast packet, they do not rebroadcast
or acknowledge it. If the ACK packet is not received by the
source before the ACK timeout, the source goes back to the
first segment based iteration after a random amount of time.
Details of this backoff procedure are the same as those of the
IEEE 802.11 standard when ACK is not received. Note that
there is a maximum number of times (RETmax) source node
can go back to the first iteration.

2.2 Intersection Broadcast
When there is an intersection in the path of the packet dis-

semination, new directional broadcasts should be initiated
to all road directions at the intersection. Since there is a
repeater at the intersection, it is the best candidate to initi-
ate the directional broadcasts. This is because, among other
nodes, repeaters have the best line-of-sight to the other road
segments, especially when there are tall buildings around the
intersection.

2.2.1 Finding the repeater and branching
When a node is selected to forward a packet and it is out-

side the transmission range of a repeater, it continues with
the directional broadcast protocol as described in Section
2.1. On the other hand, if the node is inside the trans-
mission range of a repeater, the node sends the packet to
the repeater using the point-to-point IEEE 802.11 protocol.
Note that each node knows the locations of itself, intersec-
tions, and repeaters with the help of the GPS and digital
road map. According to our protocol, a node sends RTS
to the repeater and only the repeater replies with the CTS
packet if the channel is empty. Upon receiving the CTS
packet from the repeater, the node sends the DATA packet
and the transmission ends when it receives an ACK packet
from the repeater. After receiving this broadcast packet, the
repeater initiates a directional broadcast in all road direc-
tions other than the direction where it received the packet
from.

An example of intersection handling is illustrated in Fig-
ure 2. In this figure, vehicle A uses the directional broadcast
to reach B. Note that A is out of the transmission range of
the repeater C. On the other hand vehicle B is in the trans-
mission range of repeater C; therefore vehicle C uses IEEE
802.11 protocol to communicate with repeater C. Once re-
peater C receives the message, it initiates directional broad-
casts to the north and south directions. Since the repeater
D is in the transmission range of repeater C, it also sends
the packet to repeater D using IEEE 802.11 protocol.

2.2.2 Loops
A packet can be delivered from one intersection to the

other if there are enough cars in the road segment joining
these two intersections. When there is a gap between ve-
hicles whose length is larger than the transmission range,

Figure 2: UMB prtocol

the two intersections are disconnected. If a path can be
found starting from an intersection and ending in the same
intersection using connected intersections, it is possible to
have packet loops. When there is a packet loop, packets
traverse the same road segments multiple times and waste
bandwidth.

UMB protocol handles the looping problem with caching
mechanisms. In the first approach, all cars in the network
record the packet IDs when they hear packets. However,
this can be costly in terms of memory usage. In the sec-
ond approach, only the repeaters at the intersections record
the packet IDs and they do not forward the packet if they
have already received it. According to this approach, since
the packet dissemination can be stopped only at the inter-
sections, the packet may traverse a road segment twice as
can be seen in Figure 3. In this figure, the car on the road
segment DC initiates a broadcast. The packet is dissem-
inated on two paths, namely PATH 1 and PATH 2. Al-
though both paths are ended successfully and a packet loop
is avoided, the road segment AB is traversed twice. Either
of the caching approaches can be implemented in order to
avoid loops as a part of the UMB protocol; however there is
a trade of between memory and bandwidth usage.

2.2.3 Optimization for long DATA packets
When a repeater receives a packet, it forwards it in all

road directions, except the road direction from which it re-
ceived the packet. Since our directional broadcast protocol
is employed while forwarding the packets, the RTB/CTB/
DATA/ACK handshake is repeated several times in intersec-
tion regions. As a result, the same information is potentially
received by nearby nodes multiple times. Especially for long
data packets, these repetitions waste significant amount of
bandwidth. Moreover, keeping the channel busy around the
repeater will degrade the overall performance of the network
since packets from all directions will wait for the repeater to
be idle.

In order to increase the efficiency of the protocol, repeaters
do not repeat the information in the DATA packet if their



Figure 3: Using ID caches only in repeaters

corresponding node has already received this message. Cor-
responding node is the node that has successfully send the
CTB packet to the repeater. In its CTB packet, correspond-
ing node sets a bit if it has already overheard the packet
before. Note that, as a result of this optimization, we have
decreased the length of the DATA packet, however the re-
peater still needs to send a short DATA packet to assign the
duty of forwarding to the corresponding node.

3. PERFORMANCE EVALUATION

3.1 Simulator
In order to evaluate the performance of the system, we

have developed the Wireless Simulator (WS), which is based
on an event driven simulation library CSIM [12]. WS models
the MAC layer and the physical layer of the wireless network.
The vehicle movement and the road structure is simulated
by a separate simulator written in MATLAB.

3.2 Protocols
In addition to UMB, we have simulated two more MAC

layer protocols using WS. In this paper, we will refer to these
protocols as 802.11-distance and 802.11-random. They are
flooding based modifications of IEEE 802.11 standard which
route packets without the network topology information or
any neighborhood knowledge. They try to avoid collisions
among rebroadcast packets by forcing vehicles to wait before
forwarding the packet. According to these protocols, every
node must rebroadcast every distinct packet they receive
once.

The first protocol, 802.11-distance, employs the idea pro-
posed in [5], where the waiting time of the vehicles is in-
versely proportional to their distance from the source. The
waiting time WT is computed as follows:

WT = (−b
d̂

Range
∗maxSlotc+ maxSlot) ∗SlotT ime, (3)

where maxSlot is the maximum possible number of slots a
node waits before forwarding the packet. This waiting time
aims the furthest node to broadcasts the packet first. As
in IEEE 802.11 standard, nodes decrease their waiting time
counters when they find the channel empty and freeze them
when the channel is busy. System proposed in [5] computes
the waiting time continuously, however in 802.11-distance
implementation, waiting times are discrete since all waiting

Figure 8: Road Struc-
ture I: one intersection,
1200 m x 1200 m

Figure 9: Road Struc-
ture II: four intersec-
tions, 2400 m x 2400m

Table 1: Parameters of the simulator
description value

transmission range 400 m
data rate 1 Mbps

frame body 2312 bytes
base protocol 802.11b

maxSlot 32
simulation time (simtime) 60 s

simulation repetitions 30

times are computed as multiples of SlotT ime in IEEE 802.11
standard.

In the second protocol, 802.11-random, when a node re-
ceives a broadcast packet, it will wait for a random duration
(WT ) before forwarding the packet.

WT = nSlots ∗ SlotT ime, (4)

where nSlot is random number between [0,maxSlot].
Finally, the UMB protocol is simulated with the following

parameters: RETmax =15, Nmax =10, Dmax =2, Ranmax=3.

3.3 Common Simulation Parameters
Two types of road structures are implemented in our sim-

ulator. The simple road structure (Figure 8) includes one
intersection with 600 m road segments. In addition to this
simple structure, we have also created a road structure (Fig-
ure 9) with 4 intersections which can cause packet loops as
discussed in Section 2.2.2. In these road structures, each
road segment contains two lanes, one for each direction of
traffic flow. The vehicles are randomly placed on road seg-
ments with exponentially distributed interspaces. For the
sake of simplicity, lane changes, turns and overtaking is not
modeled for vehicle movement. Each vehicle is assigned a
speed from a Gaussian distribution with mean 40 km/h and
standard deviation 5 km/h at the beginning of simulation
and this speed remains constant during the simulation.

The common parameters of the simulator are summarized
in Table 1. Simulator uses the 802.11b as the MAC layer.
Detailed information about these parameters can be found
in the IEEE 802.11b standard document [13].

3.4 Performance Metrics
Three metrics have been defined to compare the perfor-

mance of UMB protocol with 802.11-distance and 802.11-
random:
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Figure 4: One intersection. Average vehicle density= 10 veh/km per lane. In (a), (b), (c) payload is 100
bytes and in (d), (e), (f) the payload is 2312 bytes

1. Success Percentage: Success Percentage of a packet is
the ratio of the cars that receive the broadcast packet
to the total number of cars in the simulation. When
the average success percentage is lower than 100%, it
means that the broadcast packets were not received by
all vehicles.

2. Packet Dissemination Speed (m/s): Speed of a packet
at a point is computed by dividing the distance travelled

by the packet to the delay. In the context of this paper,
delay refers to the time elapsed between the instant the
packet enters the source queue and the reception time
of the packet by another node.

3. Load Generated per Broadcast Packet is the total num-
ber of bits transmitted to disseminate a packet to the
whole network. In order to compute the average load,
we divide the total number of bits sent by the total
number of broadcast packets generated during simula-
tion. This metric gives the total traffic generated by

one broadcast packet in the network. Note that small
values correspond to efficient usage of the channel.

When a packet is lost, it can reach only some part of the net-
work and it generates a smaller load compared to a packet
that reaches all nodes. For fair comparison, we divide the
load generated by the SuccessPercentage and define a nor-
malized metric for the average load generated per broadcast
packet. We have observed that this normalized metric is
approximately constant for all packet generation rates.

3.5 Results

3.5.1 One intersection, average vehicle density= 10
veh/km per lane and total number of vehi-
cles=61

In this scenario, a simple map with one intersection is sim-
ulated with an average vehicle density of 10 veh/km per lane.
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Figure 5: One intersection. Average vehicle density= 33.3 veh/km per lane and payload=100 bytes. In (a),
(b), (c) payload is 100 bytes and in (d), (e), (f) the payload is 2312 bytes

Figure 4(a) and Figure 4(d) depict the average success per-
centage when a payload length of 100 bytes and 2312 bytes
are used respectively. In both figures, we can see that UMB
protocol achieves approximately 100% success rate when the
packet generation rate is low. When the packet generation
rate is increased, UMB starts loosing some packets in the
scenario with a long payload, on the other hand it is af-
fected slightly (≈ %1) in the scenario with a short pay-
load. 802.11-distance and 802.11-random protocols perform
poorly because of packet collisions due to hidden nodes and
the lack of the acknowledgment mechanism.

Figures 4(b) and 4(e) show the normalized average load
generated per broadcast packet. In both figures, we can
observe that UMB protocol generates less load while dis-
seminating the packet to the whole network. As the packet
generation rate increases, the packets of 802.11-random and
802.11-distance protocols start to collide and their success
percentage decreases. Since some of the packets are lost, the
load generated per packet becomes lower. However when
we normalize the average load by dividing it by the success
percentage, we have observed that this normalized values

are almost constant at all rates. The length of the hand-
shake packets (RTB,CTB,ACK) becomes negligible when
the length of the data packet is long. In this case, UMB
protocol performs approximately 5 times better than the
other protocols as can be seen in Figure 4(e). This ratio
decreases when the length of RTB,CTB, and ACK packets
are comparable to DATA packet length and the number of
cars in the transmission range is small (Figure 4(b)).

In Figures 4(c) and 4(f), it can be observed that the
packet dissemination speed of all three protocols decrease
when load is increased. Since the overhead of the hand-
shake mechanism is comparable to the DATA packet in Fig-
ure 4(c), flooding based protocols, especially 802.11-distance
protocol is faster than UMB, whereas the speed of all pro-
tocols are comparable when DATA length is large (Figure
4(f)).

3.5.2 One intersection, average vehicle density= 33.3
veh/km per lane, total number of vehicles=160

In this scenario, the same map with one intersection is
used, however the vehicle traffic density is increased to 33.3
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(e) Normalized average load per broad-
cast packet
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Figure 6: Fours intersection. Average vehicle density= 10 veh/km per lane and payload=100 bytes. In (a),
(b), (c) payload is 100 bytes and in (d), (e), (f) the payload is 2312 bytes

veh/km per lane. Figure 5(a) and Figure 5(d) depict the
average success percentage when a payload length of 100
bytes and 2312 bytes are used respectively. The increase
in the number of vehicles becomes more effective when the
payload is long. We can observe that the decrease in the suc-
cess percentage of the 802.11-distance and 802.11-random
protocols happens at a lower packet generation rate in Fig-
ure 5(d). This is because of the increase in the unnecessary
rebroadcasts due to the higher number of vehicles. When
the number of vehicles is increased, overall packet genera-
tion rate of the system also increases. This high packet rate
also decreases the performance of UMB when especially long
DATA packets are used as can be seen in Figure 6(d). How-
ever the success rate of UMB is higher than other flooding
protocols at all packet generation rates.

Figures 5(b) and 5(e) show the normalized average load
generated per broadcast packet. When the number of vehi-
cles in the transmission range increases, the load generated
by the flooding based protocols also increases, however the
load generated by the UMB stays approximately the same.
This is because, UMB protocol assigns the duty of forward-

ing the broadcast packet to only one vehicle in the transmis-
sion range while flooding based protocols assigns this duty to
every vehicle. When we compare the results of current sce-
nario with the results of section 3.5.1, we see that for both
data lengths, the normalized load generated by the UMB
protocol stays almost the same while the normalized load
generated by the flooding based protocols increases approx-
imately 2.6 times. This increase is equal to the increase in
the total number of vehicles in the simulated network which
increased from 61 to 160.

As can be seen in Figures 5(c) and 5(f), the packet dis-
semination speed of all three protocols decrease when the
packet generation rate is increased. In Figure 5(c), UMB
protocol performs worse than the other protocols when the
packet generation rate is low. On the other hand, as illus-
trated in Figure 5(f), when we increase the length of the
DATA packet, UMB protocol superior the winner in terms
of speed over the other two protocols.

3.5.3 Four intersections, average vehicle density= 10
veh/km per lane, total number of vehicles=190
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cast packet
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Figure 7: Fours intersection. Average vehicle density= 33.3 veh/km per lane, In (a), (b), (c) payload is 100
bytes and in (d), (e), (f) the payload is 2312 bytes

In this scenario, we have increased the number of inter-
sections and formed a vehicle traffic which is able to create
packet loops as described in Section 2.2.2. In these simula-
tions, we have employed caching mechanism in repeaters to
avoid packet loops.

Since we have a larger map in this scenario, the total
number of vehicles in the network is higher. This increases
the normalized average load generated per broadcast packet
(Figure 6(b) and Figure 6(e)) when compared with the one
intersection scenario discussed in Section 3.5.1. This in-
crease in load affects the flooding based protocols negatively.
As a result, as illustrated in Figure 6(a) and 6(d), the suc-
cess rate of the flooding based protocols becomes worse than
their success rates in one intersection scenario although the
vehicle density remains the same.

As can be seen in Figures 6(c) and 6(f), just like in the sce-
nario with one intersection with 10 veh/km, when the DATA
length is short, flooding based protocols are faster than the
UMB but when we increase the length of the DATA packet,
the speed difference between UMB and flooding based pro-
tocols decreases.

3.5.4 Four intersections, average vehicle density=
33.3 veh/km per lane, total number of vehi-
cles=619

As a result of the increase in the vehicle density, we have a
619 cars in our network. Since each car can initiate a broad-
cast packet, the overall packet generation rate of the sys-
tem also increases. Coonsequently, as can be seen in Figure
7(a) and Figure 7(d), the success rate of all protocols, es-
pecially the flooding based protocols, decrease significantly.
As in one intersection case of Section 3.5.2, the ratio of av-
erage load generated by the flooding protocols to that of
the UMB protocol increases in both Figure 7(a) and Figure
7(e) when compared with the low vehicle density scenario.
This increase in the ratio shows that in terms of load gen-
erated per broadcast packet, UMB protocol is not affected
from increasing the vehicle density as much as flooding based
protocols. Figure 7(c) and Figure 7(f) shows the packet dis-
semination speed for short and long DATA packets. Figure
7(c) depicts that when the DATA packet length is short,
802.11-distance and 802.11-random disseminate the packets
faster than UMB protocol. Increasing the length of DATA



packet increases the speed of UMB protocol relative to other
protocols. In Figure, 7(f), UMB becomes the fastest one at
low packet generation rates and its speed is close to others
at high packet generation rates.

4. CONCLUSIONS
In this paper, we have presented a new efficient multi-

hop broadcast protocol UMB for inter-vehicle communica-
tion in urban areas. Since this new protocol obeys 802.11
rules, it can coexist with other 802.11 modems which do
not use this broadcast protocol. We have shown through
simulations that our UMB protocol has a very high success
percentage even at high packet loads and vehicle traffic den-
sities. Moreover, since the forwarding duty is assigned to
only one vehicle in the dissemination direction, it utilizes
the channel very efficiently. In our future work, we plan to
improve the UMB protocol to handle intersections without
any repeaters.
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